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Overview
The goal of this lab is to gain experience using areaDetector to control and display images from a simulation detector or from a GigE camera.  Students will learn to control the camera and many different plugins.
Setup
1. Log in to the controls network workstation on your card using your LDAP (NSLS2 controls) account. 
2. Run CSS the same way you run it on your beamline, i.e. “run-css”
3. Run the hosting beamline top screen
4. On the bottom of the screen find AD-3-2 selection button and run the detector on your card.
Start ImageJ

Run ImageJ from /opt/epics/support/ImageJ /ImageJ 
Start the ImageJ plugin EPICS_areaDetector

Add EPICS_CA _MAX_ARRAY_BYTES environmental variable by 

>export EPICS_MAX_ARRAY_SIZE=40000000 (40 million)
In ImageJ go to Plugins/EPICS_areaDetector/EPICS_AD_Viewer.  This will start the viewer.  In the PVPrefix field enter the PV Prefix for your camera. You can find the prefix by hovering the mouse on one your camera widgets, right click, select Show PV Info. 
Make the IOC do callbacks to plugins, and enable the NDStdArrays plugin

In the main camera screen make sure that ArrayCallbacks are Enabled.  
Make sure that the NDStdArrays plugin is enabled ny opening  Plugins/Other/Image #1, which is the NDStdArrays plugin.  Change the Enable PV to Enable.  
At this point you should see an ImageJ window open, and images displayed on your screen.  If you are having problems ask for help!
Lab exercise #1    Establish communication.
1) Start the detector IOC on CSS and ImageJ viewer as described above.  Increase and decrease the exposure time and see how the frame rate varies and images change.
Lab exercise #2   Display the images

On the main camera screen

1) Change the exposure time.

2) Change AcquirePeriod to change the frame rate at the same exposure time
3) Select a region of interest on the detector
4) Change the data type (Int8, Int16, etc.)  There are more choices for the simDetector than for a real camera.
5) Change the color mode (if supported)
6) Make a dynamic line profile through the data with ImageJ. Select the “line” or “rectangle” tool in Image, draw a line/box across the image.  Then use Analyze/Plot Profile to open the profile plot window, and select “Live” at the bottom of the plot window.  
7) Capture images to a movie with ImageJ by checking “Capture to Stack” in the viewer plugin window.
8) Make a real-time Gaussian fit to the data with ImageJ with Plugins/EPICS/ areaDetector/Gaussian Profiler.
Lab exercise #3  Work with plugins
1) NDPluginStats

a. Display the basic statistics on your images by opening a statistics plugin window and setting Enable=Yes.
b. Enable the Centroid calculation to the X and Y centroid values.
c. Display row and column profiles by enabling that feature and selecting a profile to plot.
d. Display the histogram by enabling that feature and opening the plot window.
e. Plot the time-history of one or more of the statistics

f. Note how the execution time in ms changes as various operations are enabled.
g. Open the More screen at the bottom left of the statistics plugin window, and change Callbacks Block from No to Yes.  Does it slow down your detector?

h. Increase the number of threads in this plugin using the More screen.  Use “top –H” to display the CPU time that each thread is using.  Does the CPU time for each thread decrease as the number of threads increases?

2) NDPluginTransform
a. Open the NDPluginTransform window.

b. Change the NDPluginStdArrays to get its data from TRANS1 so you see the output of this plugin.

c. Test each of the 8 geometric transformations with the menu in the NDPluginTransfrom window.
d. Note the execution time in ms for each transformation

3) NDPluginFile

a. Open the TIFF file plugin window.  Save individual TIFF files by pressing the Save button a few times.  Display the files in ImageJ.  Display the attributes with “tiffinfo” or “tiffdump”.
b. Open the netCDF file plugin window.  Save 10 images in stream mode to a single netCDF file by setting the file mode to Stream, setting # Capture=10, and pressing the Capture button.  Display the file structure with “ncdump –h file”.
c. Read the netCDF file back into ImageJ with the netCDF file reader using “Plugins/NetCDF/Load NetCDF File”
d. Open the HDF5 file plugin window.  Save 10 images in stream mode to a single HDF5 file by setting the file mode to Stream, setting # Capture=10, and pressing the Capture button.  Dump the file with “h5dump –H file” or “h5dump –contents file”.
e. Save a file once per second by using Single, Autosave, and changing the minimum time.
4) NDPluginProcess

a. Change the NDPluginStdArrays to get its data from PROC1 so you see the output of this plugin.

b. Test high clip, low clip

c. Test background subtraction

d. Test flat-field normalization

e. Test averaging frames

f. Test summing frames

g. Test computing the difference of successive frames

5) NDPluginROI

a. Change the NDPluginStdArrays to get its data from ROI1 so you see the output of this plugin.

b. Change the size and position of the ROI
c. Use the ROI to reverse the X and Y directions

d. Feed that ROI into the plugins – file, stats, etc.

6) NDPluginOverlay

a. Change the NDPluginStdArrays to get its data from OVER1 so you see the output of this plugin.

b. Display 3 overlays: a cross, a circle, and a rectangle

c. Set the rectangle to get its size and position from ROI1.

d. Change the size and position of ROI1.  The overlay should show the new position.

e. Set the cross overlay to track the centroid of the camera image, which should be the laser pointer that Oksana has set up.
7) NDPluginFFT

a. Change the NDPluginStdArrays to get its data from FFT1 so you see the output of this plugin.

b. Compute the FFT and display it.  The values will be typically converted to integers in the waveform records because their data type is fixed and normally set for 8 or 16 bit integers.
8) NDPluginPVA

a. Disable NDPluginStdArrays and enable NDPluginPva.  NDPluginPva can be accessed via the All Plugins screen or the last item in Others #1.
b. Close the ImageJ Channel Access Viewer and open the ImageJ pvAccess viewer. 

c. Alternatively,  look for the PVA Image button on you main camera CSS screens in the lower left corner. 
d. Note that when changing to the FFT1 plugin the images are automatically changed to float.

Lab exercise #4  Work with attributes
1) Create an XML attributes file.  Start with iocSimDetector/simDetectorAttributes.xml.  Assign some other driver attributes and EPICS PVs

2) Open that file in the detector driver

3) Save data to the netCDF or HDF5 plugin in Stream mode.  Save 100 frames.
4) Dump the netCDF or HDF5 file, displaying the attributes.  Here is an example dump of the header information and the Attr_RingCurrent variable, which is one of the attributes in a netCDF file.
[epics_class@corvette ~/student1]$ ncdump -v Attr_RingCurrent test_034.nc 

netcdf test_034 {

dimensions:

        numArrays = UNLIMITED ; // (20 currently)

        dim0 = 256 ;

        dim1 = 256 ;

        attrStringSize = 256 ;

variables:

        int uniqueId(numArrays) ;

        double timeStamp(numArrays) ;

        byte array_data(numArrays, dim0, dim1) ;

        int Attr_ColorMode(numArrays) ;

        byte Attr_AcquireTime(numArrays) ;

        double Attr_RingCurrent(numArrays) ;

        char Attr_RingCurrent_EGU(numArrays, attrStringSize) ;

        double Attr_ID_Energy(numArrays) ;

        char Attr_ID_Energy_EGU(numArrays, attrStringSize) ;

        int Attr_ImageCounter(numArrays) ;

        int Attr_MaxSizeX(numArrays) ;

        int Attr_MaxSizeY(numArrays) ;

        char Attr_CameraModel(numArrays, attrStringSize) ;

        char Attr_CameraManufacturer(numArrays, attrStringSize) ;

// global attributes:

                :dataType = 1 ;

                :NDNetCDFFileVersion = 3. ;

                :numArrayDims = 2 ;

                :dimSize = 256, 256 ;

                :dimOffset = 0, 0 ;

                :dimBinning = 1, 1 ;

                :dimReverse = 0, 0 ;

                :Attr_ColorMode_DataType = "Int32" ;

                :Attr_ColorMode_Description = "Color mode" ;

                :Attr_ColorMode_Source =  ;

                :Attr_ColorMode_SourceType = "Driver" ;

                :Attr_AcquireTime_DataType = "Int8" ;

                :Attr_AcquireTime_Description = "Camera acquire time" ;

                :Attr_AcquireTime_Source = "13SIM1:cam1:AcquireTime" ;

                :Attr_AcquireTime_SourceType = "EPICS_PV" ;

                :Attr_RingCurrent_DataType = "Float64" ;

                :Attr_RingCurrent_Description = "Storage ring current" ;

                :Attr_RingCurrent_Source = "S:SRcurrentAI" ;

                :Attr_RingCurrent_SourceType = "EPICS_PV" ;

                :Attr_RingCurrent_EGU_DataType = "String" ;

                :Attr_RingCurrent_EGU_Description = "Storage ring current units" ;

                :Attr_RingCurrent_EGU_Source = "S:SRcurrentAI.EGU" ;

                :Attr_RingCurrent_EGU_SourceType = "EPICS_PV" ;

                :Attr_ID_Energy_DataType = "Float64" ;

                :Attr_ID_Energy_Description = "Undulator energy" ;

                :Attr_ID_Energy_Source = "ID34:Energy" ;

                :Attr_ID_Energy_SourceType = "EPICS_PV" ;

                :Attr_ID_Energy_EGU_DataType = "String" ;

                :Attr_ID_Energy_EGU_Description = "Undulator energy units" ;

                :Attr_ID_Energy_EGU_Source = "ID34:Energy.EGU" ;

                :Attr_ID_Energy_EGU_SourceType = "EPICS_PV" ;

                :Attr_ImageCounter_DataType = "Int32" ;

                :Attr_ImageCounter_Description = "Image counter" ;

                :Attr_ImageCounter_Source = "ARRAY_COUNTER" ;

                :Attr_ImageCounter_SourceType = "Param" ;

                :Attr_MaxSizeX_DataType = "Int32" ;

                :Attr_MaxSizeX_Description = "Detector X size" ;

                :Attr_MaxSizeX_Source = "MAX_SIZE_X" ;

                :Attr_MaxSizeX_SourceType = "Param" ;

                :Attr_MaxSizeY_DataType = "Int32" ;

                :Attr_MaxSizeY_Description = "Detector Y size" ;

                :Attr_MaxSizeY_Source = "MAX_SIZE_Y" ;

                :Attr_MaxSizeY_SourceType = "Param" ;

                :Attr_CameraModel_DataType = "String" ;

                :Attr_CameraModel_Description = "Camera model" ;

                :Attr_CameraModel_Source = "MODEL" ;

                :Attr_CameraModel_SourceType = "Param" ;

                :Attr_CameraManufacturer_DataType = "String" ;

                :Attr_CameraManufacturer_Description = "Camera manufacturer" ;

                :Attr_CameraManufacturer_Source = "MANUFACTURER" ;

                :Attr_CameraManufacturer_SourceType = "Param" ;

data:

 Attr_RingCurrent = 102.507117432379, 102.507117432379, 102.506850152379, 

    102.506850152379, 102.506850152379, 102.506850152379, 102.506850152379, 

    102.504344352379, 102.504344352379, 102.504344352379, 102.504344352379, 

    102.504344352379, 102.502845992379, 102.502845992379, 102.502845992379, 

    102.502845992379, 102.502845992379, 102.501622832379, 102.501622832379, 

    102.501622832379 ;

}
