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Abstract

Density functional theory (DFT) and time-dependent DFT (TD-DFT) calculations have been used to elucidate differences in the sul-
fur K-edge spectra of three pairs of related compounds: methionine and SðMeÞ3þ, cystine and (±)6-thioctic amide, and (Me)2SO3 and
(CH2)2SO3. TD-DFT is shown to accurately reproduce all the experimental XAS spectra. The 2 eV energy difference in the sulfur K-edge
rising edge position between methionine and trimethylsulfonium is shown to derive from changes in bonding rather than the increase in
effective nuclear charge. A similar insensitivity to effective nuclear charge is found in the XAS spectra of cystine and (±)6-thioctic amide.
These surprising results are traced back to the fact that XAS spectra reflect orbital energy differences, rather than a measure of the atomic
potential. The change in atomic potential following oxidation or reduction affects the core and valence orbitals almost equally. In all
cases DFT calculations showed that the dramatic differences in sulfur K-edge spectra found between functional groups in alternative
molecular environments derive from the variations in orbital mixing and energies following from bonding. However, XAS rising-edge
energy positions have a near linear correlation with oxidation state. This is attributed to the fact that bond strength typically increases
with oxidation state. Therefore, although XAS rising-edge energies are an approximate measure of the oxidation state of the absorbing
atom, it is important to recognize that the correlation of XAS edge energy with effective nuclear charge is not direct. This result is finally
applied to the question of quantitative sulfur speciation in complex materials of chemical, biological, or geological origin.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Ever since the foundational papers of George and Gor-
baty [1], George et al. [2] and Waldo et al. [3] sulfur K-edge
X-ray absorption spectroscopy (XAS) has been used to
quantify sulfur within a variety of complex materials [4,5].
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In this method, the sulfur K-edge spectrum of a sample that
includes a complex mixture of sulfur-containing molecules
can be reproduced in terms of a linear combination of the sul-
fur K-edge spectra of known model compounds. In this way,
a quantitative estimate of all the major sulfur-containing
functional groups in the original sample may be obtained.

However, since then a view has evolved assuming that
fits to the sulfur K-edge spectra of complex materials might
proceed on the assumption that the XAS spectrum of any
given sulfur functional group is, for practical purposes,
nearly invariant with local chemical structure [6–12]. Thus,
the sulfur K-edge XAS spectrum of cystine, for example,
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might be used to quantify the level of unknown disulfides in
a variety of milieus. It has been known for some time that
the sulfur K-edge spectra of molecules as different as cys-
teine and sulfate are sensitive to the degree of protonation
[13–15]. More recently, it was explicitly shown that rela-
tively minor variations in the local molecular bonding envi-
ronment could produce very different sulfur K-edge spectra
for otherwise identical sulfur functional groups [16]. In
addition, the XAS spectra of some sulfur compounds can
include features at energies otherwise consistent with more
highly oxidized sulfur, which can lead to spurious qualita-
tive assignments.

In purely ionic compounds, sulfur K-edge transitions
are associated with the 1s!4p and 1s!continuum transi-
tions. However, sulfur, in a wide range of oxidation states
(�2 to +6), forms strong covalent bonds in both organic
and inorganic molecules. In these cases the transitions also
include 1s!u*, where u* represents all unoccupied molec-
ular orbitals (MOs) with significant contribution from a
sulfur atomic orbital with p-symmetry. The composition
and relative energy positions of these MOs lead to the sig-
nature sulfur K-edge spectrum of a particular functional
group. It is generally accepted that the 1s!u* transition
increases in energy as the oxidation state increases due to
change in the effective nuclear charge on the sulfur
[17,18]. Thus, the intense rising edge main peak in the sul-
fur K-edge of inorganic SO4

2� occurs at �2482.4 eV,
�9 eV higher than that of S8 (�2472.8 eV).

In this study, DFT calculations are used to define the
bonding and valence level orbitals of three groups of sul-
fur-containing molecules that embody identical structural
groups modified by distinct molecular environments.
Time-dependent DFT (TD-DFT) calculations are then
used to test the derived orbital assignments against the sul-
fur K-edge XAS spectra of these molecules. The effects of
charge and of bonding on sulfur K-edge spectra are evalu-
ated separately. Finally, the differences observed in the sul-
fur K-edge spectra are correlated with the bonding within
otherwise identical functional groups made unique by their
molecular environment.

2. Experimental

2.1. Sample preparation

Unless otherwise noted, all compounds were used as
received from Aldrich Chemical Company. L-Methionine
(1a) was prepared as a 50 mM solution in 250 mM citrate,
pH 7.1. Trimethylsulfonium iodide (1b) was prepared as a
0.1 M solution in deionized water. Ethylene cyclic sulfite
(2a) and dimethyl sulfite (2b) were prepared as 0.1 M solu-
tions in p-xylene. Dimethyl sulfite was pre-purified by frac-
tional distillation from anhydrous sodium carbonate.
Cystine (3a) was prepared as a saturated (<0.1 M) solution
in 250 mM aqueous citrate, pH 7.1. (±)6-Thioctic amide
(3b) was ground using an agate mortar and pestle and pre-
pared as powder on sulfur-free tape.
2.2. Sulfur K-edge data

Sulfur K-edge spectra of 1a, 1b, 2a, 2b, 3a, and 3b were
measured using the SSRL 54-pole wiggler beam line 6-2 in
high magnetic field mode of 10 kG with a Ni-coated har-
monic rejection mirror and a fully tuned Si(1 11) double
crystal monochromator. Details of the optimization of this
beam line for low energy fluorescence measurements and
the experimental setup have been described previously
[19,20]. External energy calibration and data normalization
were performed as described in earlier publications [21].
The area under the pre-edge peak was quantified by fitting
the data using EDG_FIT [22]. The pre-edge and rising edge
features were modeled with pseudo-Voigt line-shapes with
a fixed 1:1 Lorentzian:Gaussian ratio. Normalization pro-
cedures introduce �3% error in the value of the integrated
area under the pre-edge peak.

2.3. Electronic structure calculations

Gradient-corrected, (GGA) restricted density functional
calculations were carried out using the GAUSSIAN03 package
[23] on a 2-CPU Linux-based computer. Geometry optimi-
zations were performed for each complex. The BECKE88
[24,25] exchange and PERDEW86 [26,27] correlation non-
local functionals with Vosko–Wilk–Nusair [28] local func-
tionals as implemented in the software package (BP86) were
employed in this study to compare the electronic structure
differences in 1a, 1b, 2a, 2b, 3a, and 3b. The double-f 6-
31G* basis set [29–31] was used for all atoms. Population
analyses were performed by means of Weinhold’s Natural
Population Analysis (NPA) [32–34]. Wave functions were
visualized and orbital contour plots were generated in Mol-
den [35]. Compositions of molecular orbitals and overlap
populations between molecular fragments were calculated
using the PYMOLYZE program [36].

2.4. TD-DFT calculations

TD-DFT calculations were performed with the elec-
tronic structure program ORCA [37,38]. Single point ground
state DFT calculations with the BP86 functional were per-
formed using the geometry optimized coordinates obtained
from GAUSSIAN03. The double-f 6-31G* basis set was used
for all atoms. The symmetry equivalent S 1s orbitals were
localized, and only excitations from the localized S 1s orbi-
tals to the lowest unoccupied orbitals were allowed.

3. Results and analysis

3.1. Comparison of S(Me)2 (1a) and [S(Me)3]+ (1b)
3.1.1. Sulfur K-edge
Fig. 1 shows structural diagrams of all the sulfur func-

tional groups in the study reported here. These structures
were used for the DFT and TD-DFT calculations, and



Fig. 1. Structures of the modified versions of 1a, 1b, 2a, 2b, 3a and 3b as
used for DFT and TD-DFT calculations. Unlabelled S, C and H atoms
are shown as black, gray and light-gray spheres, respectively.
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either represent, or were adapted from (S(Me)2, 3-methyl-
propylenedisulfide, dimethylsulfite, ethylenesulfite), known
molecular structures [39–45].

A comparison of the sulfur K-edge XAS spectra and the
second derivative spectra of 1a and 1b are shown in Fig. 2
and (inset), respectively. It should be noted that the sulfur
K-edge XAS spectrum of L-methionine was chosen to rep-
resent S(Me2) (1a). DFT calculations performed on L-
methionine showed that the bonding and valence level
energy splittings in S(Me)2 are very similar to those in
methionine (see Figure S1, Supplementary material). Sulfur
Fig. 2. The sulfur K-edge XAS spectra of 1a (- - - -) and 1b (—). The inset
shows the second derivative spectra.
K-edge XAS transitions are localized on the absorbing
atom and are dipole-allowed but quadrupole-forbidden.
Thus, only the transitions corresponding to S 1s!np will
have intensity in sulfur K-edge spectra [46]. In 1a, an
intense low energy transition is observed at 2473.6 eV fol-
lowed by a less intense higher energy shoulder at
2474.6 eV. These two features are followed by several rela-
tively weak transitions that overlap with the S 1s!4p tran-
sition and together constitute the post-edge region. The
sulfur K-edge spectrum of 1b is shifted to higher energy rel-
ative to 1a by 1.9 eV. Similar to 1a, a low energy intense
transition is observed at 2475.5 eV followed by a less
intense shoulder at 2477.0 eV. Since sulfur K-edge XAS
transitions are electric dipole-allowed and localized on
the S atom, the transition intensity for any S 1s!u* tran-
sition, where u* is any valence level MO, directly reflects
the amount of sulfur np character mixed into u*. Thus,
the high intensity of the two low-lying transitions in both
1a and 1b reflect transitions to predominantly sulfur-based
3p orbitals.

3.1.2. DFT calculations
To shed light on the role of the nature of bonding in 1a

and 1b, spin-restricted DFT calculations were performed.
The oxidative addition of a methyl group to S(Me)2, pro-
ducing SðMeÞ3þ, leads to an increase in the charge on the
sulfur atom ðQS

molÞ and an increase in bonding interaction
due to the presence of an additional methyl group, which
converts the planar S(Me)2 to the pyramidal SðMeÞ3þ.
Both these factors affect the energy levels of 1a relative to
1b and hence the sulfur K-edge energy position.

In order to understand the dominant contribution to the
shift in the edge energy positions, a third calculation was
performed on the radical cation [S(Me)2]+� (1c). This spe-
cies has the same ligand set as S(Me)2 but a sulfur atom
with the similar net charge as in SðMeÞ3þ. The Mulliken
charges and lowest energy sulfur K-edge transitions for
1a, 1b and 1c (represented as DEðu�LUMO-1sÞ) are shown
in Table 1. Fig. 3 compares the core and valence energy
level of 1a, 1b and ½SðMeÞ�2þ� obtained from DFT calcula-
tions. The DEðu�LUMO-1sÞ for 1a and 1b differ by 2 eV,
which is in good agreement with the 1.9 eV shift derived
experimentally. A comparison shows that the Mulliken
charge increases in the order 1a < 1b < [S(Me)2]+�. How-
ever, the DEðu�LUMO-1sÞ is lowest for [S(Me)2]+�. In
S(Me)2 the S 3px and 3py orbitals have an in-plane bonding
interaction with the –Me group. The 3px is spatially ori-
ented to have a more favorable interaction with the C 2p
orbitals of both the –Me groups relative to the S 3py
Table 1
Selected DFT parameters

Mulliken charge S (C) DEðu�LUMO-1sÞ (eV)

1a 0.095 (�0.61) 2398.0
1b 0.56 (�0.65) 2400.0
[S(Me)2]+� 0.65 (�0.71) 2394.6



Fig. 3. DFT calculated core and valence level energies. The gray
horizontal dashed line in each ladder marks the u�HOMO � u�LUMO energy
divide. The relative spacing in core level energies (1s, 2s, 2p) remains
similar in S(Me)2, in [S(Me)2]+� after oxidation by a single electron, and in
SðMeÞ3þ following the oxidative addition of a methyl group. However, the
valence level energies are disparate due to changes in bonding, producing
the difference in DEðu�LUMO-1sÞ (represented by arrows). Note that the
u�HOMO in S(Me)2 becomes the u�LUMO in [S(Me)2]+� and XAS DEu�

LUMO
-1s is

larger in S(Me)2 than in [S(Me)2]+�, so that oxidation would produce a new
sulfur K-edge XAS spectrum at lower energy.
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orbitals. Hence the u�LUMO and u�LUMOþ1 (which involve the
anti-bonding combination of S 3px and 3py with C 2p,
respectively) are split by �1.5 eV (consistent with the
experimentally observed transition energies (see Section
3.1.1)). The 3pz orbital is out-of-plane and remains non-
bonding.

In SðMeÞ2þ�, this 3pz orbital, (which is the uHOMO

in S(Me)2) gets depopulated (oxidation of S(Me)2 to
SðMeÞ2þ�) and becomes the new u�LUMO. The loss of this
electron and the resulting positive charge lower the energy
of the new 3pz u�LUMO, relative to the original filled non-
bonding 3pz orbital. However, the lowered energy of
the 3pz orbital is not fully compensated by the lower
energy of the S1s orbital, thus the transition energy,
DEðu�LUMO-1sÞ, decreases on oxidation. In SðMeÞ3þ, the
situation is very different. The pyramidal geometry allows
strong interaction of the 3pz of sulfur with the –Me group,
which results in significant sulfur 3px, 3py and 3pz contribu-
tions to u�LUMO, u�LUMOþ1 and u�LUMOþ2, respectively. The
pyramidal geometry leads to similar overlap of the sulfur
3px and 3py with the carbon 2p of the –Me groups. The
result is a near degeneracy in the u�LUMO and u�LUMOþ1 orbi-
tal energy levels ½DEðu�LUMOþ1 � u�LUMOÞ ¼ 0:008 eV�. In
addition the u�LUMO is destabilized in SðMeÞ3þ relative to
that in S(Me)2. This can be clearly seen in Fig. 3, which
shows that all the core and bonding level orbitals are
shifted by approximately the same energy indicating that
an increase in charge on sulfur in SðMeÞ3þ affects all orbi-
tals equally. However, due to differences in bonding (vide

infra), the u�LUMO in SðMeÞ3þ is destabilized relative to that
in S(Me)2 and hence the transition energy DEðu�LUMO-1sÞ is
higher.

The point to note here is that the increase in charge did
not shift the rising edge energy of SðMeÞ3þ 2 eV relative to
that of S(Me)2. Comparison of S(Me)2 with SðMeÞ2þ� in
Fig. 3 shows that oxidation is predicted to lower the sulfur
K-edge u�LUMO-1s energy by 3.4 eV. This result contradicts
the usual argument made in terms of oxidation state
[3,16,47–49]. Rather, the source of the relative energy shift
of the sulfur K-edge XAS energies that distinguishes
SðMeÞ3þ from S(Me)2 is the change in bonding. If the
bonding effects did not shift the u�LUMO to higher energy,
the increase in charge on going from S(Me)2 to SðMeÞ3þ
would lower the energy of both the valence orbital and
the 1s orbital similarly. The relative energy between S
u�LUMO and S 1s would thus not be perturbed significantly
and there would be little or no observable shift in rising
K-edge energies. Thus the comparison of the Mulliken
charge and calculated edge energy shifts in S(Me)2,
SðMeÞ2þ� and SðMeÞ3þ demonstrates that the charge on
the S atom has a relatively minor effect in determining
the sulfur K-edge energy position. The major observed
effect stems from bonding.
3.2. Comparison of (CH2)2SO3 (2a) and (Me2)SO3 (2b)

3.2.1. Sulfur K-edge

A comparison of the sulfur K-edge XAS spectra and the
second derivative spectra of 2a and 2b are shown in Fig. 4a
and (inset), respectively. In 2a, three transitions are
observed between 2476 and 2480 eV, at 2476.9 eV,
2478.7 eV and 2479.8 eV, which can be associated with
low-lying valence orbitals. The sulfur K-edge spectrum of
2b also has three low-lying transitions, however, the inten-
sity and energy position of these transitions are signifi-
cantly different from those of 2a. The lowest energy
transition occurs at 2477.3 eV, �0.4 eV higher than that
in 2a. The second peak occurs at 2478.2 eV indicating an
energy split of �0.9 eV relative to the 1.8 eV energy split
between the two lowest energy peaks of 2a. The third peak
occurs at 2479.7 eV and is similar in energy and intensity to
that observed for 2a.
3.2.2. DFT calculations
Spin-restricted DFT calculations were performed on 2a

and 2b. Relevant structural parameters are listed in Table
2. The bond distance parameters are very similar in the
two complexes. However, the two constrained CH2-groups
in 2a optimize to a cis-conformation while the free methyl
groups in 2b optimize to the trans-form, which leads to a



Fig. 4. (a) S K-edge XAS spectra of 2a (- - - -) and 2b (—). Inset shows the
second derivative spectra. (b) The TD-DFT calculated S K-edge spectra of
2a (- - - -) and 2b (—). The transitions have been convolved with a pseudo-
Voigt function of 0.5 eV half-width to account for experimental and core-
hole broadening.

Table 2
Selected DFT parameters

Bond distance (Å) Mulliken charge

S@O S–O O–Ca S O(OD)b C

2a 1.48 1.72 1.45 0.964 �0.470 (�0.52) 0.

2b 1.48 1.70 1.45 0.984 �0.5 (�0.5) 0.

S–S S1–C1
e S2– C2

e S1 S2 C

3a 2.10 1.86 1.86 0.012 0.012 �

3b 2.11 1.87 1.86 0.016 0.024 �

a The two C–O and S–O (single-bond) distances differ by >0.01 Å in 2a and
b OD refers to the S@O oxygen.
c O1 refers to the O atom which is connected to the methyl group cis to the
d O2 refers to the O atom which is connected to the methyl group trans to
e The two S–C bond distances are given separately to emphasize the asymm
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wider \OSO (119� in 2b relative to 91� in 2a). This also
leads to shorter S–O bonds in 2b relative to those in 2a

(Table 2). In both 2a and 2b, the u�LUMO, u�LUMOþ1 and
u�LUMOþ2 have dominant S 3p character and lead to the
three low-lying transitions observed in their respective sul-
fur K-edge spectra. The shorter S–O bond distance in 2b
allows for a stronger interaction of the S 3px and O 2p
orbitals leading to a destabilized u�LUMO in 2b relative to
that in 2a. However, the smaller angle \OSO in 2a allows
for a better overlap of the S 3py and O 2p orbitals relative
to that in 2b and hence destabilizes the u�LUMOþ1. This is
reflected in the large increase in the O 2p character in
u�LUMOþ1 in 2a relative to 2b (Table 2). The S@O bond (S
3pz and O 2p r overlap) is relatively unaffected by the
structural change between 2a and 2b and hence, the ener-
gies of the u�LUMOþ2 orbitals are similar.

To further support the DFT calculated energy levels,
TD-DFT calculations were performed for the S 1s!con-
tinuum transitions. The TD-DFT calculations reproduce
the sulfur K-edge transition energy and intensity and give
clear evidence that the structural change modifies the orbi-
tal overlap, which in turn governs the sulfur K-edge XAS
spectra. The simulated spectra are shown in Fig. 4b and
a correlation of the orbital energies, orbital contour plots
and the sulfur K-edge data are shown in Fig. 5. In 2a the
1s! u�LUMO transition is lower in energy than that in 2b

by 0.4 eV. However, the 1s! u�LUMOþ1 is higher in energy
by 0.5 eV in 2a. If the shifts in the edge transition energy
were associated solely with charge, the energy positions
for all transitions would uniformly shift to higher energy
with an increase in charge. Thus, the relative trend in the
edge energies of 2a and 2b gives further evidence that shifts
in rising-edge energies are predominantly due to differences
in bonding.
Mulliken spin density (%)

S(p) OD O1c O2d C,H

25 u�LUMO 63.1 17.8 4.8 5.0 9.7
u�LUMOþ1 62.0 9.8 13.4 12.6 9.7
u�LUMOþ2 64.1 11.8 5.0 4.9 20.9

26 u�LUMO 63.6 14.2 5.8 9.2 9.2
u�LUMOþ1 64.4 9.7 9.7 9.1 10.3
u�LUMOþ2 61.6 14.5 2.1 6.6 20.3

1(C2) S1(p) S2(p) C S(s) N,C,H,O

0.47 (�0.47) u�LUMO 46.0 46.0 3.6 1.0 4.0
u�LUMOþ3 22.3 22.3 26.3 3.8 26.2
u�LUMOþ4 24.0 24.1 26.8 6.4 18.6

0.46 (�0.29) u�LUMO 47.8 45.0 3.7 1.0 3.0
u�LUMOþ1 20.0 29.0 36.8 5.4 9.2
u�LUMOþ2 32.2 21.9 29.6 1.7 14.1

2b. The values listed here are the average bond distances.

S@O (see contour plot, Fig. 5).
the S@O (see contour plot, Fig. 5).
etry in 3b.



Fig. 5. (Left panel) The DFT calculated valence energy level and the
corresponding contour plots. (Right panel) The energy levels are corre-
lated to the S K-edge transitions. The gray and black arrows (pointing to
the transition energies) correspond to 2a and 2b energy levels, respectively.

Fig. 6. (a) S K-edge XAS spectra of 3a (—) and 3b (- - - -). Inset shows the
second derivative spectra. (b) The TD-DFT calculated S K-edge spectra of
the model for 3a (—) and 3b (- - - -). The transitions have been convolved
with a pseudo-Voigt function of 0.5 eV half-width to account for
experimental and core-hole broadening.

Fig. 7. (Left panel) The DFT calculated valence energy level and the
corresponding contour plots. (Right panel) The energy levels are corre-
lated to the S K-edge transitions. The black and gray arrows (pointing to
the transition energies) correspond to 3a and 3b energy levels, respectively.
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3.3. Comparison of cystine (3a) and thioctic acid (3b)

3.3.1. Sulfur K-edge

A comparison of the sulfur K-edge XAS spectra and the
second derivative spectra of 3a and 3b are shown in Fig. 6a
and (inset), respectively. Since both cystine and thioctic
acid have a disulfide bond, the sulfur K-edge XAS spectra
are expected to have dominant contributions from transi-
tions from the S 1s orbital to S–C(r) + S–S(p) and
S–S(r) based valence anti-bonding orbitals. The sulfur
K-edge spectrum of 3a has two intense transitions at
2472.6 eV and 2474.2 eV followed by continuum level tran-
sitions starting at �2478 eV. In contrast, the sulfur K-edge
spectrum of 3b exhibits three low-lying transitions at
2472.1 eV, 2473.8 eV and 2475.4 eV.

3.3.2. DFT calculations

Spin-restricted DFT calculations were performed on 3a

and a simplified model of 3b (see Fig. 1). Relevant structural
parameters, Mulliken charge and population analyses are
listed in Table 2. In 3a (cystine) the two S atoms are symmet-
ric, which is reflected in very similar Mulliken charges and
valence orbital compositions. However, in 3b, one of the sul-
fur a-carbon atoms has an alkyl side-chain, which makes the
two sulfur atoms dissimilar. The S–C bond distance (S2–C2)
is slightly shorter than S1–C1, which is reflected in the differ-
ent Mulliken charges and sulfur characters in the relevant
valence orbitals. A greater charge on S2 (0.24) is consistent
with a smaller contribution to the valence orbitals (�96%
over the three orbitals) relative to S1 (100% over the three
orbitals) (see Table 2). Interestingly, although the average
charges on the sulfur atoms are higher for 3b (�0.02) than
for 3a (0.012), the first lowest energy sulfur K-edge transition
(Section 3.3.1) occurs at lower energy for 3b rather than for
3a. This again indicates that bonding interactions affect the
energies of the sulfur K-edge transitions significantly and
can mask the effects of charge differences.

Fig. 7 shows a correlation of the calculated DFT ener-
gies with the valence orbital contours and the sulfur K-edge
XAS spectra of 3a and 3b. The u�LUMO is dominated by a
S–S r* contribution while u�LUMOþ1 and u�LUMOþ2 include
S–S and S–C contributions that are the anti-bonding
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combinations of the S–C r interaction (u�LUMOþ1 and
u�LUMOþ2 of 3b correspond to the u�LUMOþ3 and u�LUMOþ4

in 3a, respectively, and are referred as such for comparison
purposes). In 3a u�LUMOþ1 and u�LUMOþ2 are very similar in
composition (Table 2) and nearly degenerate (Fig. 7) while
in 3b the corresponding two orbitals are different due to the
asymmetry in the two sulfur atoms introduced by the pres-
ence of the alkyl side-chain. This difference leads to the
energy splitting of u�LUMOþ1 and u�LUMOþ2. The DFT calcu-
lated energy difference between u�LUMO and u�LUMOþ1 and
u�LUMOþ1 and u�LUMOþ2 are 0.8 eV and 0.006 eV in 3a and
1.6 eV and 0.8 eV in 3b, which is in reasonable agreement
with the sulfur K-edge transition energies. Since a modified
version of 3b was chosen for the DFT calculations, TD-
DFT calculations were performed on the DFT models of
3a and 3b to test whether the DFT results on the modified
version of 3b are comparable to the sulfur K-edge spectra
of 3b. The results are shown in Fig. 6b. TD-DFT calcula-
tions accurately reproduce the energy shift in the three
transitions between 3a and 3b. However, the intensity cal-
culated pattern of the transitions at 2473.8 eV and
2475.4 eV is different from the experimental intensity pat-
tern. This could indicate a small difference in the model
used for DFT and the structure of 3b. However, the overall
agreement between sulfur K-edge data and the simulations
are good. Fig. 7 shows that DFT successfully reproduced
the split between the 1s! u�LUMOþ1 and 1s! u�LUMOþ2,
which represents the difference between the two S atoms
within each disulfide group. The difference between the
constrained disulfide in the 5-membered ring of thioctic
amide and the strain-free disulfide of cystine is also success-
fully reproduced in the 1.6 eV 1s! u�LUMOþ2, 1s! u�LUMOþ3

split that uniquely characterizes the former molecule.

4. Discussion

4.1. Contributions to sulfur K-edge XAS spectral shape

Sulfur K-edge X-ray absorption spectra principally con-
sist of the dipole-allowed S 1s!np + continuum transitions.
The nearly monotonic shift of sulfur K-edge transition
energy with the formal sulfur valence state has until now
been primarily attributed to changes in charge on the
absorbing sulfur atom ðQS

molÞ. These assignments were made
in analogy with the systematic results produced by X-ray
photoelectron spectroscopy (XPS) [50]. However the transi-
tion energies of sulfur XPS correspond to the sulfur
1s!continuum excitation (for sulfur 1s XPS), which pro-
vides a measure of the total energy of the atomic potential.
In contrast, the energies of sulfur K-edge XAS are domi-
nated by the difference in energy between S 1s and the np
valence orbitals, which provide a measure of the core-to-
valence energy difference within the atomic potential.
Because the energy of the continuum is not affected by
changes in QS

mol, XPS spectra dominantly reflect the system-
atically deeper energy of the sulfur core binding energies as
QS

mol increases with oxidation state. However, as shown in
two recent studies, an increase in QS
mol shifts all orbitals

affected by the core potential to deeper binding energy
[51,52]. Thus, both the valence orbitals and the core orbitals
of sulfur shift to deeper binding energy by an almost equal
amount as QS

mol increases. This leads to a smaller effect of
QS

mol on the energies of sulfur K-edge XAS transitions than
might be expected from an XPS perspective.

A computational comparison of 1a and 1b indicated
that the core and valence orbitals are almost equally
affected by the change in charge. However, the increase
in bonding interaction represented by the change from
two to three –Me ligands destabilizes the u�LUMO to higher
energy. It is this effect, not the increased charge, that dom-
inates the shift in the sulfur K-edge transition energies. A
comparison of the DFT calculated energy levels for
S(Me)2 and [S(Me)2]+� indicated that the 1s! u�LUMO tran-
sition would be at lower energy in [S(Me)2]+� even though
the charge on sulfur increases relative to S(Me)2. Similarly,
in the case of 3a and 3b, the 1s! u�LUMO transition in 3b

occurs at lower energy even though the average Mulliken
charge on 3b (�0.020) is higher than 3a (0.012). A compar-
ison of the DFT generated sulfur K-edge spectra of 2a and
2b, and 3a and 3b, indicate that the extent of bonding and
overlap of S with the carbon/oxygen atoms ultimately
determines the intensity of the individual transitions. These
examples indicate that bonding effects play a dominant role
in determining the energy positions and intensities of sulfur
K-edge transitions. It is typically the case, however, that
bond strength increases with oxidation state. This is espe-
cially true for first and second row non-metals, with sulfur
as a prime example. Low-valent sulfur rarely supports
more than two bonds, while an increase in the number
and dipolar character of sulfur–ligand bonds can be
thought either to induce, or to follow from, the valence
state of sulfur. For this reason, a systematic correlation
may always be found between XAS rising-edge energy
and the effective nuclear charge of the absorber. However,
this correlation is not direct. Instead, it arises as a conse-
quence of the systematics of the bonding changes that fol-
low from oxidation state, rather than from oxidation state
itself. That is, the shift in XAS rising-edge energy follows
not from the QS

mol of the absorbing atom, but rather from
the increased bonding and changes in valence orbital mix-
ing that in turn follow from QS

mol.

4.2. Quantitation of sulfur speciation

Sulfur K-edge X-ray absorption spectra of three related
sets of functional groups have been measured and the dif-
ferences in their spectral shape explained using DFT calcu-
lations. The three functional pairs considered here are in
three different oxidation states indicating that small
changes in structure can dramatically affect the sulfur K-
edge XAS spectra, and this effect is observed over all sul-
fur-containing species. Sulfur K-edge XAS has been
applied to several systems to identify and quantify sulfur
functionalities. In most cases, the unknown sulfur K-edge
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spectrum is simulated with a proportional combination of
sulfur K-edge spectra of relevant functional groups, and
quantification of different sulfur functionalities is made
based on the best simulation. Such analyses usually assume
that changes in molecular structure have a negligible effect
on the sulfur K-edge spectra of a given sulfur functional
group, and a representative spectrum from some standard
functional group can be used to fit the sulfur K-edge spec-
trum of an unknown species and to quantify that specific
functional group.

In this study, it is shown that changes in molecular
structure can lead to dramatic changes in the sulfur K-edge
spectra of otherwise identical functional groups. Although
identification of the oxidation state of an unknown sulfur
species is feasible, true quantification of functional groups
requires structurally accurate reference sulfur K-edge XAS
spectra. For example, the sulfur K-edge spectrum of
Na2SO4 cannot be used generically to simulate the SO4

2�

content of an unknown sample, or even of a transition
metal sulfate [53]. To further emphasize this point, Fig. 8
compares the numerically-generated sulfur K-edge XAS
of an equal mixture of cysteine, 2a, 3a, and aqueous inosi-
tol hexasulfate to that of methionine, 2b, 3b, and aqueous
SO4

2�. Both spectra have an equal mixture of RSR 0

(R 0 = H–, CH3–), disulfide, organic sulfite, and ionic sul-
fate. However, the two spectral shapes differ significantly.
At best, a qualitative estimate on the presence of certain
functional groups can be made from the two spectra. This
is further complicated by self-absorption, which can dam-
pen the signal by decreasing the intensity and increasing
the half width of spectral features. The sample spectra cho-
sen to simulate an unknown sulfur K-edge spectrum should
thus reflect the anticipated state of sulfur in the experimen-
tal sample so as to maximize the accurate speciation of
quantified sulfur. In speciating a true unknown, it may be
necessary to test several different forms of a given func-
tional group, or even different particle sizes of a given
Fig. 8. Synthetic sulfur K-edge XAS spectra, consisting of a numerical
admixture of 25% each of: (—), cysteine, cystine, ethylene cyclic sulfite,
and myo-inositol hexasulfate, and; (- - - -), methionine, (±)6-thioctic amide,
dimethylsulfite, and sulfate. All except (±)6-thioctic amide were measured
as solutions.
model [54], to obtain a truly relevant fit. In this way, the
sensitivity to bonding of sulfur K-edge XAS spectra can
be exploited to gain structural or aggregational informa-
tion beyond the identification of functionality.

To summarize, the shift in sulfur K-edge XAS spectra
previously thought to be due to oxidation state is instead
dominated by the systematic changes in bonding that
follow from increased oxidation state. Only minor contri-
butions come from change in effective nuclear charge itself.
Second, changes in the geometric structure around sulfur
can strongly affect sulfur–ligand bonding and thus the
mixing of atomic orbitals and the energies of molecular
orbitals. This in turn can significantly change the sulfur
K-edge spectra of otherwise identical sulfur functional
groups. These results should be kept explicitly in mind
when determining the speciation and quantities of sulfur
in complex chemical, biological, or geological materials.
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