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fine structure
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We construct the x-ray-absorption fine struct@f&\FS) function y(k) from measured absorption dgi@E),
using a Bayesian approach. In particular, an empirical correction to the embedded-atom absorption coefficient
no—as obtained by the coderF—and the energy-dependent overall efficiency of the experimental setup is
determined. This procedure is combined with a Bayesian analysis of fla@ction in terms of structural
parameters, reported earlier, to a uniform method of XAFS data evaluation. The method can be generalized to
the case of overlappin-edge data and yields simultaneously the background-subtraction parameters for the
threeL-edge contributions, besides the structural parameters of the lattice. We apply the method to XAFS data
measured on germanium and computer-generatedge iron data.
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[. INTRODUCTION normalization factor of the data to the embedded-atom
strengthul” is AK)= oK) /25" (K). This quantity can be
interpreted as the overall efficiency of the experimental
setup. We assumed thAtk) is a smooth function. If, how-
ever, the beam intensity oscillates as a function of the energy,
our ansatz forA(k) cannot be used. Additional information
on the variation of the beam intensity with energy is needed
in this case.

Our determination of the normalization functigxk) is
very similar to the procedure proposed by Bulgasval®
However, we do not use a folding procedure for smoothing
because of the dangerously long range of edge effects con-
nected with folding, in particular at the absorption edge.

For a variety of reasons tteerFresult for ug needs cor-
rections. Discontinuities in the derivatives of the muffin-tin

In order to extract the x-ray-absorption fine structure
(XAFS) expressiony(k) =u(k)/ ug(k)— 1 as a function of the
photoelectron wave numbérfrom absorption dat@ue,E),
measured at energi&s estimates are needed oy the back-
ground absorptiom,,q(E), not originating from the reaction
one wants to analyz€ii) the overall efficiencyA(E) of the
experimental setup, and(iii) various many-electron
correction$? to the embedded-atom absorption coefficient
,ugl)(k) and the XAFS functiony(k). This function is ob-
tained fromab initio XAFS codes likerEFF in terms of the
distancesR; of the firstl shells surrounding the absorbing
atom and the projected Debye-Wal{@&W) parameterswf of
the J different scattering paths of the photo electron within

thel Clt’hStefr ﬂf th_ese She”.?l' ity th cainti approximation of the potential lead to spurious reflections
n the following we will guan '.fy € uncertainties con- 5,y 4 corresponding peak in thespace transform of the
nected with the input data and with the models available for A =5 fnction aroundR, /2.1 In addition, many-electron ef-
the fit, gnd discuss the resultlng uncertainties of the flt_te ects tend to dampen and shift the resonance struéfiihe
geometrical parameters. In particular, we will parametrize. o rization approximation in Eq44) of Ref. 2 neglects

some of the uncertainties of the normalization and of thethis effect. To account for all these corrections we write

model in terms of a few empirical parameters, which are to _ .

be determined by the fit. These auxillary model parameter§’ O(k)b_.” 0 (ll.()+5'“ olK), Wherﬁ Sptolk) V(\;'” b.z refpresent?d by )
are finally integrated out of the joirat posterioriprobability a cubic spline on an equally spaced grid of support points,
distribution for the model parameters. whose numbefT is to be chosen to make the spline just

sufficiently flexible for the purpose for which it is intro-

duced. The ordinategy,, t=1,...,T are treated as model

parameters to be determined together with all other model

parameters in the fit. A similar correction ﬁof)l) was pro-
We assume that the smooth pait,. of the background posed by Klemente¥.

can be obtained by standard polynomial extrapolation from The task is, therefore, to fit

the preedge to the postedge regfolVe then apply the

smoothing procedure described in the appendix to the differ- o

ENCELexp Mback@Nd ObtaiMe, The smoothing removes the  Hexy(k) = Hback(K) = AR (k) + Suo(k; Sa, .. ,Sur)]

oscillatory XAFS stucture without affecting the steep rise at X[ x(K) + 1] (1)

(prior) . . X '

the thresholde; ™. The same smoothing procedure is ap-

plied to the embedded-atom absorption coeﬁiciﬁﬁf ob-

tained fromreFFe This time, oscillations due to resonanceswhere y is given in the extended x-ray-absorption fine-

of the photoelectron in its muffin-tin potential well are re- structure(EXAFS) energy range for monoatomic, unoriented

moved. Then, withk2=2mﬁ‘2[E—Egp”°r)], the appropriate samples by the multiple-scattering siftn

Il. ANSATZ FOR THE FIT OF K-EDGE XAFS DATA
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320 |fj(k' RJ-)| 2o 2R regularization method does not requireapriori restriction
x(K) = ?2 NjTe 77 of the number of model parameters. Instead, it automatically
! j determines that subspa@e of the whole model-parameter
] 4 spaceQ, where the data determine the outcome of the fit. In
Xsin| 2k(R; = 6Ry) + (k) — éca,ik3 ' ) the complementary subspace the result is determined by the
valuesxﬁlo) given a priori to the model parameters. Strong
with the wave numberk and length correctionséR;  error correlations between two model parameters indicate

=207(R7*+\7), in terms of the model parameteR, |  that the data do not determine them independently.
=1,...J, the half-path distances of thk scattering paths The result of the fit consists of ad-dimensional Gauss-
considered in the multiple-scattering suh, Of andCsz;j, iana posterioriprobability over theN-dimensional space.

the multiplicities of equivalent scattering paths, the DW pa-The variance matrix of this distribution is given b@
rameters, and the anharmonicity parameters, respectively,A)1 whereQ is the information mari®. The model pa-
and finally the effective edge energy, which determines. rameter:SS, Eo, andduy, ... ,duq, are introduced for the sole

In view of the results of Ref. 2 one expects each term inpurpose of accounting for certain systematic deficiencies of
the sum(2) to be multiplied by a complex amplitud&(k)  the theoretical model underlying the data analysis. Unlike the
because of the many-electron effects. These quantities seea@dii R, or the DW parameters-jz, they are not of interest
to be rather independent of the wave numkeat least in the  themselves. Therefore, we integrate them out of the joint
range of the extended x-ray absorption fine structeEsF  probability in the end.
yields (k) as the produc&a.qk), real. We therefore de-
fine [S7 as the average d’(k)| over k, k=2.8 A™%, and
absorb the remainin dependence in the uncertainties IV. ANALYSIS OF GERMANIUM DATA
of the products,{Kk)f;(k). The conventional factd® in Eq.

(2) is identified with the average ¢8| over the index. We analyze the high-quality data obtained by Newvflen ger-

will treat the factor% as a model parameter to be determmedmaniurn at 300 K. As in Ref. 9 we retain, in the sum of Eq.

in the fit. The deviations off] from S may be absorbed in (9) “the first 20 scattering paths with the largest amplitudes,

the Nj, whereas the phase & (k) can be absorbed in the of which seven are single-scattering paths. The half-lengths

scattering phase;(k). The form of Eq.(1) implies that the R of the multiple-scattering paths are expressed byRihef

wiggly part of the background absorptiQi,ack—tback—if  the single-scattering paths, assuming a diamond structure.

there is any—is absorbed #o(k). We will further assume that the parameteéds have their
ideal lattice values and will not include them in the set of
model parameters to be fitted. The DW parame&érsf all

1. STOCHASTIC REGULARIZATION 20 scattering paths and the seven anharmonicity parameters
edCS:i of the single-scattering paths will be treated as indepen-

As an example of the procedure proposed above we will

To treat high-dimensional, ill-posed fit problems, we us
in Ref. 9 the concept of aa priori guess of the set of model dent m<_)del parameters. . .
parameters and reformulated the fitting task by looking for The input parameters are those given in Table | of Ref. 9.
the shift of the model parameters with respect to tteeir In the Smoom'”g procedureg frexp and po, we used the
priori values, as required by the data. Invoking thePolynomialordel<=5and weight parameter=1.2 for uey,

maximum-entropy principle, the ill-posed inversion probIemand K=7, @=0.15 for uo. The numberT of ;upport points
can then be regularizéd. To define the procedure com- as chosen to be 21, so that the dimension of the model-

pletely one still has to fix the variance matix of the a parameter space becomés 57. A larger number of support

priori model parameters, which determines in particular the,points in the spline leads tq increasing gerror correlations be-
weight with which thea priori information influences the fit (Ween these parameters without changing the average values

relative to the weight of the experimental data. In Ref. 9 weOf the remaining parameters. Thepriori values for thedy,

showed that an optimization condition, first proposed bywere_all chosen to be ze(rlc)J. Itis convenient t_o_take 0.001 of
Turchin and Nozik! to obtain an overall weight parameter (€ Size of the edge gig " (k) at B, as the initial internal
for the a priori input data, admits a generalization such thatS¢@ling%, forn=1,....T. The order of the model parameters
the relative weights for several groups afpriori model N the Vvector X is duy, ... ,dua1, S Eo Ri...Ry,
parameters, in particular those of different dimensions, caff1' """ v"%o' Caar-- ,C3_;7, an_d for these SIX groups of r_n_odel
be determined independently. They follow from E&4) of pfira_met_ers, the relative W|dths_ of tharprlorl probability
Ref. 9 and must not be assumed ad hoc. This is a decisivdiStributions have been determined independently.
improvement of our approach compared to many other ap- The normallzat_|on functio\(k) |s_plotted in Fig. 1. As
plications of Bayesian methods in data analyses. one expectsA(k) is a smooth function ok. In the lower

It is easy to extend the implementation of this schemeframe of Fig. 1, the normalized experimental absorption
presented in Ref. 9, to include the determination of the adCfOSS-SECtiOWLgf;D =[Mexg(K) — oacdK)1/A(K) is plotted, to-
ditional model parametersyu,. Instead of usingy(k), |  gether with the absorption coefficientP*s'(k), resulting
=1,... L, as input, we now takge(k) with Egs.(1) and  from the fit. In addition, we show the embedded-atom ab-
(2) and add theSy, to the components of the vector of model sorption coefficientg"(k) and x°*(k). Only data withk
parameters. It is important to remember that the stochastic=k,=3.3 A™* can be used in the fit, since our restriction of
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N _ =M§P°S°—ﬁg’°5"=m§>+5M0—5_MO. The width of the curve
FIG. 1. The efficiency functiom(k) for the Ge data of Ref. 12 A ,,P* jndicates thea posteriorione-standard-deviation er-
(upper framgin units of the edge Jump Oftexp™ Kpack IN the lower o “The damping of the oscillations jp*>" compared to

frame, data points with errors represent the absorption cross section) is clearly visible. In order to achieve an adequate cor-

from Ref. 12 normalized byA(K), [wexdK) — upacdk)]/A(K). The Mo ) . . - .
thin line gives the result of the figP°s(k), the thick line isuf°s(k), ~ '€ction of ug-, a sufficient numbefT of spline points is

the dashed line show;xgl)(k), the embedded-atom strength from nee(r():loigj. I.n the lower frame of Fig. 2 we show th.e function
FEFF8 The vertical dotted line is @y, Augy > with its error band, calculated foF=11. It is seen
that an eleven-point spline is too stiff to allow for the re-

the cluster size for the scattering calculation to seven shellguired corrections t(pgl).
and the truncation of the multiple-scattering se(@smake It is instructive to compare the Fourier transforms of these
the latter unreliable for smallek.° Actually, we use the functions
somewhat largek,,=3.8 A%, indicated by the vertical line
in Fig. 1, since,ugl)(k) varies strongly betweek=3.0 and f(Prion(p) =
3.8 A1, which would require smoothing polynomials of
rather high order in the construction pf". The same ex-

. ; nd
perimental and model-related errors were used as in Ref. @
and are shown there in Fig. 3. Kmax

In the upper frame of Fig. 2 we plot the oscillating part of fPosh(r) = ‘ f A (k) dk
the embedded-atom absorption fraerr Al (k)= ul” (k) ut
—ﬁgl)(k), which may contain spurious contributions and theln Fig. 3 the two functiong®) and fP°! are plotted to-
corresponding quantity obtained from the fmlugpos‘) gether with thea posteriorierror band, which obtained from

Kmax .
f A u (k)dk
K,

cut

T T T T T T (posy(y - (posd(y -

~ 0.017 AR S of (r'(sﬂ)(Q“A)&rl&f (r,aﬂ).
bl t'=1 A Spy) A Spyr)
2 0.00- . . .
= Note that the spurious reflection at the edge of the muffin-
= tin potential, giving rise to the peak dfP®)(r) at 1.2 A

001 (=R;/2), is no longer present infP°(r). The same
. ) calculation for T=11, plotted in the lower frame, shows
= again that with an insufficient number of support points,
~ 0.00- the spurious peak cannot be removed, However, the peak
g Y of fP%S(r) aroundr=0.5 A, accounting for correction to
< ~0.01 ! v o ,uE)D(k) from FEFF8at largek values, shows up in both cases.

2 4 6 & 10 12 14 16 18 20 The input EXAFS function X(k):(lu«exp_,“back)/

K [A7] [A(k),ugl)]—l is compared in Fig. 4 with the EXAFS function
x(k), calculated with the correctegy. Also shown is the
FIG. 2. The dotted line is the oscillating part of the embedded-EXAFS function obtained by the routinestosk (Ref. 13
atom absorptiom,uf)l)(k), the full line is the oscillating part of the Of the UWXAFs program packadé using the following pa-

corrected embedded-atom functianuB®®! together with its error ~rameter settingsk range:[0.05,19.§ AL k weight: 3, sills
band. Upper frame fof =21 spline points, lower frame fof=11.  window Ak parameters: 0.50 &, 0.50 A%, and background
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FIG. 6. The deviations of the fitted model parameters from their
FIG. 4. The EXAFS functiony(k) in k3x(k) representation. The @ priori values(lower frame; squared cosines; of the projections
solid line is the result of our smoothing procedure with the cor-of the model parameters into the subspdteof the total model
rectedug, the dotted line is calculated withuToBk. At some data  parameter space (upper frame
points, typical error bars are indicated. The dashed line is calculated

ith th tegl. . .
W & uncorrecteg In the upper pannel of Fig. 6, the waghﬁare shown,

with which the experimental dat@ather than thea priori
information enter into the fit of the model parameters. As in
Ref. 9,s2=1 indicates full determination by the data. It is
seen that the spline ordinates are well determined—in fact
required—nby the data. In the lower frame, the deviations of

r range:[0.00,0.98 A. With this choice, the EXAFS func-
tions obtained bywuToBK and by our smoothing procedure
are almost indistinguishable in the relevdntange above
k.u The quality of the fit is therefore the same as in Fig. 5 of

Re::hg. dul f the off-di | matrix el ts of th the model parameters from theirpriori values are plotted
€ modulus of the ofi-diagonal matrix elements o etogether with theila posteriorierrors in dimensionless units,

error-correlation matrix is shown in Fig. 5. There are onlyaS in Fig. 6 of Ref. 9. The shifts, of the parameters, and
small correlations between th#s, on the one hand, and the E, (n=22 and 23, respectivelyare seen to be compatible
distancesR, and [?W parameters*jz on .the other hand, be- with zero. The same holds for all anharmonicity parameters
cause the correction ta, accounts mainly for effects of the Cs; (n=51, ...,57 and all radii, excepR, andR,, which are
muffin-tin kink in the electron potential arouri®}/2, which shilfted up;/var(,js by 0.01 A v'vith aa posteric;ri error of

is well separated from the distancBsof all scatfering cen- 0.006 A. Of the DW pérameters, the first seven are signifi-
ters. The function*™ is therefore determined fairly unam- .oy changed compared to theirpriori values in a corre-
biguously by the experimental data. lated Debye model with a Debye temperature of 360 K. The
corresponding data analysis without correctiontg but
with the samea priori input, was presented in Fig. 6 of Ref.
9. A comparison shows that the trend in the shifts of the DW
parameters is the same as before. Also in absolute units, Fig.
7 of Ref. 9, the shifts have the same size in the present
calculation. But instead of a minor shift iR; obtained in
Ref. 9, we now see slight shifts &; and R,, which is a
more plausible result.

V. FIT OF L-EDGE DATA

Thel,-, L,-, andLz-edge XAFS spectra often overlap in
the k range of interest. This requires an extension of the
background-subtraction procedure presented above. We in-

FIG. 5. The modulus of the off-diagonal matrix elements of thetroduce the shifted wave vectokd(k)=k?*-AKZ, s=1,2,3,

a posteriorierror-correlation matrix. The small peaks at the lower yith Ak§:2mﬁ‘z[Eg LS)_ES-3)], and the averaged embedded-
left corner correspond to error correlations between the spline val: Ls)(k) obtained by averaging

atom absorption-coefficienigt
ues du, of the first two nodal points. They are also correlated with h bp . i t_ﬂo (k). | (LI
the parameter§, andE (the peak on the lower borderat 22 and the FEFF absorption coefficientss, (ko). In FEFF o [

23). There are smaller correlations betwedm, andR;, at n=24 —ESLS)=50 eV] is normalized to one for each Therefore,
and between the first anharmonicity paramefgr, and the sy, ~ We need the absolute normalization factdesfor each of the
(small ridges ah=51. The large peaks aroufich,n]=[25,57 refer ~ three cross sections. These quantities are available femm
to correlations between paramet&sand Cg;. (file “xmu.dat”). We then form the ratios
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D_(Ls)k 0.8 | T T T T
agk) = 0T L , s=1,2 I

> Dy (k)
s'=1

[A™]

and the averaged experimentdls;-edge absorption-
coefficient ue k) is constructed by averaging ey
— pac (L —a1— ) with respect to theL; edge. The effi-
ciency is then given byA(K) = oK)/ Daeo2 (K).
Instead of the expressiqi), we now have to fit
3

FexK) = HpacdK) = AK) X D pio(K)
s=1

k * x(k)

k [A™]

+ opg oLk ougd, . ouy ]

L FIG. 7. The full line gives the calculated EXAFS functigfk)
X[X( S)(k) +1] () with ,uE)LS) from FeErFFg The open dots arg(k) calculated with the
distorted,ugLs) plus statistical errors of the indicated size. The full
dots represent the EXAFS function after the distortiépé"s) have
been corrected out. Thie intervals between the left edge of the
I'Tf]lgure and the first vertical dotted line and between the other two
dotted lines are excluded from the fit.

in terms of the model parameterﬁ,ui"s), s=1,2,3, t
=1,... Ty E;¥, &, R}, 0%, andCg;. In Eq. (3) we add a
correction spline to each of the three embedded-ato
absorption-coefficientaLE)LS) from FEFr The threel-edge
XAFS functionsy"9(k) are obtained fronFerrin terms of

the model parameters. In order to reduce the number of inlbwer cutoffky,=3.6 AL to account for the NEXAFS ranges
aw=3.

dependent model parameters, we assume %%FSO'(LS of both theL, andL; components. Because of the NEXAFS
=1,2,3. Theform of Eq. (3) shows that the threéu, L, component, we suppress tkeange[6.0,6.7 AL

cannot be determined independently. We therefore retain™, " - computer simulation, the embedded-atom absorp-

; ; (L) — g, (L)
onIy(Ll())ne cprrectlon spline,  saydu, (_k3)_5'“0 (ko) tion coefficientsug‘s) are obtained fronfErFFgand are there-
=g (k). Finally, we assume that the distances of (R fore py construction, the “truth.” In order to check whether
andL, edges from thd; edge are the ones given IBgFF. tne fitting procedure can recognize and correct errors in the

Therefore, only one edge enery, that of thel; edge, is ;s in a realistic fit, we added a distortion to tREFF result
retained in the fit. The output of the fit consists, besides thg,, ME,LS)(ks) of the form

efficiency functionA(k), of one correction splinéu,, one

energyEO:Ef)L3), one factorS,, and the structural parameters 5MBLS)(ks) =0.01D4 sin(ZkS)e‘O-O"aé, s=1,2,3, (4)

R, of, andCs;. All three L-edge components contribute to

Mexp although in practice thi, contribution is rather small  with kg in A~Yin analogy to the germanium case. Of course,

compared to the other two components. this is not meant to imply that in analyzing real XAFS data
of iron with FEFF§ corrections tou, of this size are to be
VI. ANALYSIS OF IRON DATA expected. The priori values for thesu; are chosen to be

zero. Thea priori values of all other model parameters are

In order to test the unfolding of an EXAFS spectrum con-assumed to be the “true” values, i.e., those used to construct
sisting of threelL-edge contributions, we prefer to use the data. Analogous to the Ge example, the relative weights
computer-generated data. We u=erF to calculate the six  of the six groups of model parameters have been determined
functions (k) and ,uf)LS)(k), s=1,2,3 foriron, where the independently.
radii are obtained from the lattice consteart2.8665 A5 In Fig. 7, the EXAFS functiony(k), calculated with the
assuming an ideal bcc lattice. The DW parameters were gemaodified uq(k), is compared with the one obtained with the
erated from a correlated Debye model with a Debye temperazorrectedu,. Also indicated are the assumed “experimental”
ture of 420 K. We further assume th&;;=0 and §?  errors. The number of spline points wais 24 in this calcu-
=0.986, as given byerrg Nine shells are taken into account lation. The distortion, Eq(4), has a drastic effect on the
in the FEFF calculations, and altogethd=61 paths, corre- EXAFS function. It is shown in Fig. 8, together with the
sponding to a 4% amplitude thresholdrerr. In thek range  result of the fit and its error band. A perfect correction of the
[0.05,20.0 A%, L=400 data points were taken. distortion by the fit would result in a curve compatible with

Although in a computer simulation the whole energy zero within the error band. Witfi=24 spline points, this is
range fromk=0 to k., could be used for the fit, we intro- still not quite achieved for the small&rvalues. But for the
duce cutoffs for the near-edge XARSIEXAFS) ranges of choice T=15, the situation is considerably worse. This is
each of the three components of the EXAFS function toeven more obvious when the Fourier transforff8!(r) in
simulate the realistic situation, in which the multiple- Fig. 9 are compared.
scattering serie€) cannot be used for smddl. Since the., In Fig. 10 the shifts of all model parameters, including
andL; edges are very close to each other, we introduce oneadii, DW, and asymmetry parameters, away from tleeir
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FIG. 8. The dotted line gives the distortiain\?, Eq. (4), the FIG. 10. The same as Fig. 6 for irdnedge data analyzed with

full line with the error band is the result of the fit. The upper frame a T=24 correction spline.
is calculated folT=24, the lower frame fol=15.

allows us to obtain not only the posteriorierrors, but also
priori values are shown. The fact that all model parametershe cross correlations between all these quantities.
except thedug(k;), remain essentially unchanged by the fit
shows that the distortion g is properly “recognized” by
the procedure and not compensated by various changes of
the other model parameters. This is no longer true Tor
=15, as shown in Fig. 11.

APPENDIX: A SMOOTHING PROCEDURE

In order to obtain a continuous, smoothed, averd¢e
of a function U(x), given at a finite number of discrete
points x,, ...x,, Strutinsky and Ivanju¥ proposed the fol-
lowing procedure. One generates the orthonormal polynomi-
We have shown that certain deficiencies in the calculatior®!s Px(X) on the set of points,, ...x_ to a weight function
of the embedded-atom strengil from given model param- ()
eters can be compensated empirically in the inverse problem
of fitting K-edge data. This is also possible in the more de-
manding case of overlapping contributions of the thtee 2 PP () o(x) = G, kK <L (A1)
edges in lighter elements. An important prerequisite of the =1
proposed procedure is the determination of an empirical efb
ficiency functionA(k) from k-averaged data and a similarly
k-averaged theoretical,. ~
Determining the correction splinéu, simultaneously Pisa(X) = (X = B Pi(X) — aPia(3),
with the standard EXAFS parametets Ey, R, 0*12 andCs;

VIl. SUMMARY

L

y the recursion relations

L

b= 2 X P(X) Py (X)) (xy),
=1

120 ' ' {
90 - - 1.0 T
o A Fe  SO00K ' Fe 300K
~ 60| F T =124 4 ~
= . v
é o _ |
¢ T i
~ I T T
S o0 L & | 0 H H “‘ I |‘H n\\ 1L, IHM\\H H ‘
= =15 i 6#’0;1”1?1 | ‘C3L
2 60k N : B
\%— P < 0_..-.%;4%.'. +W+ * % %%*# H +ﬂ+
30 - 1 Pabaait R "8 d o % + K
5t ot
0 3 4
_10 | | |
0 25 50 75 100
) . ) Parameter Number n
FIG. 9. The functionsP™(r) (dotted ling and f®Pos!(r) (full
line) with the error band, in the upper frame fo=24, in the lower FIG. 11. The same as Fig. 6 for irdredge data analyzed with
frame forT=15. a T=15 correction spline.
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BAYESIAN APPROACH TO BACKGROUND SUBTRACTION.

1 ~
Pia(¥) = ak_ﬂpku(x).

L

bie1 = 2 X PR () (X)),
=1

valid for O<k<L with the initial values
-1/2
w(X|)) )

aP-1=0,

L

>

1=1

Po(X) = (

; Xjw(X)

bp= ——,
° 2 o(x)

(A2)

and with the conventiola, > 0. It is easy to show by induc-
tion that the orthonormality relationd\1) follow from the
recursion relations. A smoothed functithix) is obtained by
expandingU(x) in the set of polynomialP,(x), retaining
only theK lowest terms

PHYSICAL REVIEW B 70, 104102(2004)

K
U(x) = > aPy(x),
k=1
with
L
a= 2 UX)P(x) w(X).

=1

For the weight functionw(x), Strutinsky proposed

BAEEH

The recursion relations are unstable with the initial con-
ditions(A2). But since we use rather sm#llvalues, the loss
in numerical accuracy remains tolerable fo=K. In our
applications we choose the first support point just betgy
The exponenty in the weight function and the polynomial
orderK were obtained from the minimum of the function

X =X

X=X

L - 2
IE [U(x) —U(x)]

=1

L

lE U(x) = U(x)|
=1

h(a,K) =
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